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In January 2001, an Internet news story leaked that 
iconoclastic inventor Dean Kamen had devised a fan -
tastic new invention—a device that could affect the 
way cities were built, and even change the world. 
Shrouded in secrecy, the mysterious device, code-
named “Ginger” and “IT,” became the talk of the 
technological world and the general public, as specu -
lation about the technology grew wilder and wilder. 
In December of that year, Kamen finally unveiled his 
invention, the Segway Human Transporter. a Based 
on an elaborate combination of motors, gyroscopes, 
and a motion control algorithm, the Segway HT was 
a self-balancing, two-wheeled scooter. Though to 
many it looked like a toy, the Segway represented 
a significant advance in technology. John Doerr, 
the venture capitalist behind Amazon.com and 
Netscape, predicted it would be bigger than the 
Internet. Though the Segway did not turn out to 
be a mass market success, its technological achieve -
ments were significant. In 2009, General Motors and 
Segway announced that they were developing a 
two-wheeled, two-seat electric vehicle based on the 
Segway that would be fast, safe, inexpensive, and 
clean. The car would run on a lithium-ion battery 
and achieve speeds of 35 miles-per-hour.

The Segway was the brainchild of Dean Kamen, 
an inventor with more than 150 U.S. and foreign 
patents, whose career began in his teenage days 
of devising mechanical gadgets in his parents’ 
basement. b Kamen never graduated from college, 
though he has since received numerous honorary 
degrees. He is described as tireless and eclectic, an 
entrepreneur with a seemingly boundless enthusi -
asm for science and technology. Kamen has received 
numerous awards for his inventions, including the 
Kilby award, the Hoover Medal, and the National 
Medal of Technology. Most of his inventions have 

been directed at advancing health care technol -
ogy. In 1988, he invented the first self-service dialy -
sis machine for people with kidney failure. Kamen 
had rejected the original proposal for the machine 
brought to him by Baxter, one of the world’s largest 
medical equipment manufacturers. To Kamen, the 
solution was not to come up with a new answer to 
a known problem, but to instead reformulate the 
problem: “What if you can find the technology that 
not only fixes the valves but also makes the whole 
thing as simple as plugging a cassette into a VCR? 
Why do patients have to continue to go to these 
centers? Can we make a machine that can go in the 
home, give the patients back their dignity, reduce 
the cost, reduce the trauma?” c The result was the 
HomeChoice dialysis machine, which won Design 
News’  1993 Medical Product of the Year award.

In 1999, Kamen’s company, DEKA Research, 
introduced the IBOT Mobility System, an extremely 
advanced wheelchair incorporating a sophisticated 
balancing system that enabled users to climb stairs 
and negotiate sand, rocks, and curbs. According to 
Kamen, the IBOT “allowed a disabled person, a per -
son who cannot walk, to basically do all the ordi -
nary things that you take for granted that they can’t 
do even in a wheelchair, like go up a curb.” d It was 
the IBOT’s combination of balance and mobility that 
gave rise to the idea of the Segway.

a  J. Bender, D. Condon, S. Gadkari, G. Shuster, I. Shuster, 
and M. A. Schilling, “Designing a New Form of Mobility: 
Segway Human Transporter,” New York University teach -
ing case, 2003.

b  E. I. Schwartz, “The Inventor’s Play-Ground,” Technology  
Review 105, no. 8 (2002), pp. 68–73.

c Ibid.
d  The Great Inventor . Retrieved November 19, 2002, from 

www.cbsnews.com.

Theory in Action   Dean Kamen

 3. They question the assumptions made in previous work in the field.
 4. They often have the sense that all knowledge is unified. They seek global solu-

tions rather than local solutions, and are generalists by nature.17 

These traits are demonstrated by Dean Kamen, inventor of the Segway Human 
Transporter and the IBOT Mobility System (a technologically advanced wheelchair), 
profiled in the Theory in Action section on Dean Kamen. They are also illustrated in 
the following quotes by Nobel laureates. Sir MacFarlane Burnet, Nobel Prize–winning  
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24  Part One  Industry Dynamics of Technological Innovation

immunologist, noted, “I think there are dangers for a research man being too well 
trained in the field he is going to study,”18 and Peter Debye, Nobel Prize–winning  
chemist, noted, “At the beginning of the Second World War, R. R. Williams of Bell 
Labs came to Cornell to try to interest me in the polymer field. I said to him, ‘I don’t 
know anything about polymers. I never thought about them.’ And his answer was, 
‘That is why we want you.’ ”19 The global search for global solutions is aptly illus-
trated by Thomas Edison, who did not set out to invent just a lightbulb: “The problem 
then that I undertook to solve was .�.�. the production of the multifarious apparatus, 
methods, and devices, each adapted for use with every other, and all forming a com-
prehensive system.”20

Such individuals may spend a lifetime developing numerous creative new devices 
or processes, though they may patent or commercialize few. The qualities that make 
people inventive do not necessarily make them entrepreneurial; many inventors do not 
actively seek to patent or commercialize their work. Many of the most well-known 
inventors (e.g., Alexander Graham Bell, Thomas Alva Edison, Albert Einstein, and 
Benjamin Franklin), however, had both inventive and entrepreneurial traits.21

Innovation by Users
Innovation often originates with those who create solutions for their own needs.  
Users often have both a deep understanding of their unmet needs and the incentive to 
find ways to fulfill them.22 While manufacturers typically create new product innova-
tions in order to profit from the sale of the innovation to customers, user innovators 
often have no initial intention to profit from the sale of their innovation––they create 
the innovation for their own use.23 Users may alter the features of existing products, 
approach existing manufacturers with product design suggestions, or develop new 
products themselves. For example, the extremely popular small sailboat, the Laser, 
was designed without any formal market research or concept testing. Instead it was 
the creative inspiration of three former Olympic sailors, Ian Bruce, Bruce Kirby, and 
Hans Vogt. They based the boat design on their own preferences: simplicity, maximum 
performance, transportability, durability, and low cost. The resulting sailboat became 
hugely successful; during the 1970s and ’80s, 24 Laser sailboats were produced daily.24

Another dramatic example is the development of Indermil, a tissue adhesive based on 
Super Glue. Super Glue is a powerful instant adhesive, and while its strength and speed 
of action were a great asset in most product applications, these features also caused a 
key product concern—its tendency to bond skin. Managers at Loctite, the company 
that developed Super Glue, wondered if this tendency could be exploited to develop an 
alternative to sutures for surgical applications. In the 1970s, the company experimented 
with developing a version of the adhesive that could be packaged and sterilized, but the 
project failed and funding for it was canceled. In 1980 the project was resurrected when 
Loctite was approached by a pharmaceutical company that wanted to collaborate on 
developing a wound closure product. The two companies spent three years attempting 
to develop special Super Glues that would degrade quickly in the body, but ultimately 
shelved the project again. By this point most managers in the company no longer 
wanted to be involved in developing an alternative to sutures—it was considered far 
too risky. However, in 1988, Bernie Bolger of Loctite was contacted by Professor Alan 
Roberts, a worldwide figure in reconstructive surgery. Roberts proceeded to give the 
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The first snowboards were not developed by major 
sports equipment manufacturers seeking to leverage 
their capabilities by developing a new sport. Instead, 
they were developed by individuals who sought new 
ways of fulfilling their own desires for gliding over snow.

Snowboarding traces its history to the early 1960s, 
when a number of individuals developed an assort -
ment of snowboard precursors, whose designs would 
ultimately give rise to the modern snowboard. a Some 
of the most notable of these individuals included 
Tom Sims, Sherman Poppen, Jake Burton Carpenter, 
Dimitrije Milovich, Mike Olson, and Chuck Barfoot. 
In 1963, Tom Sims, an avid skier and skateboarder, 
made his first “ski board” in wood shop class. Sims 
and Bob Weber would go on to design snowboards 
and found the company known as Sims. Another 
very early developer was Sherman Poppen. In 1965, 
to make a toy for his daughter, Poppen attached 
two skis together into what he called a “snurfer.” 
The toy turned out to be so popular that Poppen 
began organizing informal competitions for snurfer  
enthusiasts. Jake Burton Carpenter was one such 
enthusiast, and he began developing a version of 
the snurfer with rubber straps to act as bindings, giv -
ing the user greater control. This led to the found -
ing of his Vermont-based company, Burton, which 
rose to become a dominant force in snowboarding. 
It is notable that the primary motive for most of 
these innovators was to develop a product for their 
own use; however, over time they received so many 
requests for their innovations from other would-be 
users that they subsequently founded firms. b

By the early 1970s, several other individuals were 
developing snowboards, often driven by a desire to 
more closely replicate the action and feel of skate -
boarding or surfing rather than skiing. In 1975,  
Dimitrije Milovich set up one of the earliest snow -
board companies, Winterstick, to sell his swallow-
tailed snowboards based on a surfboard design. He 
gained considerable exposure when Newsweek  cov-
ered him in March of that same year, and Powder  

magazine gave him a two-page photo spread. c About 
the same time, Mike Olson and Chuck Barfoot 
were also developing their own snowboard proto  
types, which would evolve to become the snow -
board lines of Gnu and Barfoot.

By the mid-1980s, snowboarding was beginning 
to be allowed in major ski resorts, and ski manu -
facturers such as K2 and Rossignol were eyeing this 
growing market. The skiing industry had peaked 
in the 1970s and had since seen slumping demand. 
Snowboarding offered a way to revitalize the indus -
try because it promised to tap a new market (largely 
skateboarders and surfers) rather than cannibalizing 
existing ski sales. By the late 1980s, K2 had a success-
ful line of snowboards, and Rossignol was working 
the kinks out of its snowboarding line (early Ros -
signols received a lackluster response due to their 
more skilike feel). Even Mistral, a Swiss windsurfing 
company, began designing and selling snowboards.

The 1990s witnessed the rapid proliferation of 
new competitors in the snowboard industry. By 1995 
there were approximately 300 snowboard compa -
nies. In 1998 snowboarding made its debut as an offi -
cial Olympic event in Nagana, Japan, officially sealing 
its position in the mainstream. By 2014, there were 
approximately 7.3 million snowboarding participants 
in the United States alone and the U.S. market for 
snowboarding equipment was roughly $256 million. d 
What had begun as the creation of a few renegade 
sportsmen had developed into a significant industry.

a  M. A. Schilling, A. Eng, and M. Velasquez, “Madd Snow -
boards,” in Strategic Management: Competitiveness and  
Globalization,  eds. M. Hitt, D. Ireland, and B. Hoskisson, 
4th ed. (St. Paul, MN: West Publishing, 2000).

b  S. K. Shah and M. Tripsas, “The Accidental Entrepreneur: The 
Emergent and Collective Process of User Entrepreneurship,” 
Strategic Entrepreneurship Journal  1 (2007), pp. 123–40.

c  Transworld Snowboarding, Snowboard History Timeline, 
www.twsnow.com.

d  Statistics from Snowsports Industries America Fact Sheet 
2015.

Theory in Action    Birth of the Snowboarding Industry

managers at Loctite a stunning presentation about doctors who had responded to the 
Bradford football stadium fire of 1983. Roberts and many other doctors had been called 
in to carry out surgery and skin grafting in makeshift tents around the stadium. Because 
stitching was too slow and skin damage was such that sutures would be ineffective, the 

sch39067_ch02_013-042.indd 25 11/26/15  10:26 AM

Final PDF to printer





Chapter 2   Sources of Innovation   27

spending and firm sales: A firm’s R&D intensity (its R&D expenditures as a percent-
age of its revenues) has a strong positive correlation with its sales growth rate, sales 
from new products, and profitability.26

During the 1950s and 1960s, scholars of innovation emphasized a science-push 
approach to research and development.27 This approach assumed that innovation 
proceeded linearly from scientific discovery, to invention, to engineering, then manu-
facturing activities, and finally marketing. According to this approach, the primary 
sources of innovation were discoveries in basic science that were translated into 
commercial applications by the parent firm. This linear process was soon shown to 
have little applicability to real-world products. In the mid-1960s, another model of 
innovation gained prominence: the demand-pull model of research and development. 
This approach argued that innovation was driven by the perceived demand of potential 
users. Research staff would develop new products in efforts to respond to customer 
problems or suggestions. This view, however, was also criticized as being too simplis-
tic. Rothwell, for example, points out that different phases of innovation are likely to 
be characterized by varying levels of science push and demand pull.28

Most current research suggests that firms that are successful innovators utilize 
multiple sources of information and ideas, including:

 �  In-house research and development, including basic research.
 �  Linkages to customers or other potential users of innovations.
 �  Linkages to an external network of firms that may include competitors, comple-

mentors, and suppliers.
 �  Linkages to other external sources of scientific and technical information, such as 

universities and government laboratories.29

Firm Linkages with Customers, Suppliers, Competitors,  
and Complementors
Firms often form alliances with customers, suppliers, complementors, and even com-
petitors to jointly work on an innovation project or to exchange information and other 
resources in pursuit of innovation. Collaboration might occur in the form of alliances, 
participation in research consortia, licensing arrangements, contract research and 
development, joint ventures, and other arrangements. The advantages and disadvan-
tages of different forms of collaboration are discussed in Chapter Eight. Collaborators 
can pool resources such as knowledge and capital, and they can share the risk of a new 
product development project.

The most frequent collaborations are between firms and their customers, suppliers, 
and local universities (see Figure 2.3).30 Several studies indicate that firms consider 
users their most valuable source of new product ideas. The use of such collaborations 
is consistent across North America, Europe, and Japan, though Japanese firms may be 
somewhat more likely to collaborate extensively with their customers (see Figure�2.3).

Firms may also collaborate with competitors and complementors. Complementors   
are organizations (or individuals) that produce complementary goods, such as light-
bulbs for lamps, or DVD movies for DVD players. In some industries, firms produce 
a range of goods and the line between competitor and complementor can blur.

In some circumstances, firms might be bitter rivals in a particular product cat-
egory and yet engage in collaborative development in that product category or 

complemen- 
tors
Producers of 
complementary 
goods or services 
(e.g., for video 
game console 
producers such 
as Sony or 
Nintendo, game 
developers) are 
complementors.
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Chapter 2   Sources of Innovation   29

companies report that research from public and nonprofit institutions enabled them to 
develop innovations that they would not have otherwise developed.33

Universities
Universities in the United States performed $63.1 billion worth of R&D in 2011, mak-
ing them the second largest performer of R&D in the United States after industry (see 
Figure 2.5 below). Of that, over $40 billion was for basic research (versus applied 
research), making universities the number one performer of basic research in the 
United States. Many universities encourage their faculty to engage in research that may 
lead to useful innovations. Typically the intellectual property policies of a university 
embrace both patentable and unpatentable innovations, and the university retains sole 
discretion over the rights to commercialize the innovation. If an invention is success-
fully commercialized, the university typically shares the income with the individual 
inventor(s).34 To increase the degree to which university research leads to commercial 
innovation, many universities have established technology transfer offices .

In the United States, the creation of university technology transfer offices acceler-
ated rapidly after the Bayh-Dole Act was passed in 1980. This act allowed universities 
to collect royalties on inventions funded with taxpayer dollars. Before this, the fed-
eral government was entitled to all rights from federally funded inventions.35 While 
the revenues from the university technology transfer activities are still quite small in 
comparison to university research budgets, their importance is growing rapidly. Uni-
versities also contribute significantly to innovation through the publication of research 
results that are incorporated into the development efforts of other organizations and 
individuals.

Government-Funded Research
Governments of many countries actively invest in research through their own labora-
tories, the formation of science parks and incubators , and grants for other public or 
private research entities. For example, the U.S. Small Business Administration manages 
two programs that enable innovative small businesses to receive funding from federal 
agencies such as the Department of Defense, the Department of Energy, the Department 
of Health and Human Services, and others. The first is the Small Business Innovation 
Research (SBIR) program. Under the SBIR program, agencies award grants of up to 
$850,000 to small businesses to help them develop and commercialize a new innova-
tion. The second is the Small Business Technology Transfer (STTR) program, which 
awards grants of up to $850,000 to facilitate a partnership between a small business and a 
nonprofit research institution––its objective is to more fully leverage the innovation that 
takes place in research laboratories by connecting research scientists with entrepreneurs.

The U.S. government was the main provider of research and development funds in 
the United States in the 1950s and 1960s, accounting for as much as 66.5 percent in 
1964. Its share has fallen significantly since then, and in 2011, U.S. government spend-
ing accounted for only 30 percent of the nation’s R&D spending. However, the decline 
in the government share of spending is largely due to the rapid increase in industry 
R&D funding rather than a real decline in the absolute amount spent by the govern-
ment. U.S. government funding for R&D in 2011 was close to its highest ever—$126 
billion (see Figure 2.4). By contrast, about $264 billion was spent by industry on R&D. 

technology  
transfer 
offices
Offices designed 
to facilitate the 
transfer of tech-
nology developed 
in a research 
environment to 
an environment 
where it can be 
commercially 
applied.

science parks
Regional dis-
tricts, typically 
set up by govern-
ment, to foster 
R&D collabora-
tion between 
government, 
universities, and 
private firms.

incubators
Institutions 
designed to nur-
ture the devel-
opment of new 
businesses that 
might otherwise 
lack access to 
adequate funding 
or advice.
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30  Part One  Industry Dynamics of Technological Innovation

Figure 2.5 shows the amount spent on R&D for the top seven R&D spending coun-
tries. The figure also shows the proportions of R&D that are funded and performed 
by business, government, higher education, and private nonprofit. As shown, industry 
both funds and performs the largest share of R&D in each of the countries shown. 
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FIGURE 2.4
U.S. R&D, by performing and funding sectors: 1953–201136

Source: National Science Foundation, National Centre for Science and Engineering Statistics, National Patterns of R&D Resources 
(annual series). See appendix tables 4–2 and 4–6.

Notes: Federal performers of R&D include federal agencies and federally funded R&D centers. Other funding includes support from uni-
versities and colleges, nonfederal government, and nonprofit organizations. State and local government funding to businesses is included 
in business support for business R&D performance.

Science and Engineering Indicators 2014
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32  Part One  Industry Dynamics of Technological Innovation

Notable examples of science parks with incubators include:

 �  Stanford Research Park, established near Stanford University in 1951.
 �  Research Triangle Park, established in North Carolina in 1959.
 �  Sophia Antipolis Park, established in Southern France in 1969.
 �  Cambridge Science Park, established in Cambridge, England, in 1972.

These parks create fertile hotbeds for new start-ups and a focal point for the col-
laboration activities of established firms. Their proximity to university laboratories 
and other research centers ensures ready access to scientific expertise. Such centers 
also help university researchers implement their scientific discoveries in commercial 
applications.39 Such parks often give rise to technology clusters that have long-lasting 
and self-reinforcing advantages (discussed later in the chapter).

Private Nonprofit Organizations
Private nonprofit organizations, such as private research institutes, nonprofit 
hospitals, private foundations, professional or technical societies, academic and 
industrial consortia, and trade associations, also contribute to innovation activity 
in a variety of complex ways. Many nonprofit organizations perform their own 
research and development activities, some fund the research and development 
activities of other organizations but do not do it themselves, and some nonprofit 
organizations do both in-house research and development and fund the develop-
ment efforts of others.

INNOVATION IN COLLABORATIVE NETWORKS

As the previous sections indicate, there is a growing recognition of the importance of 
collaborative research and development networks for successful innovation.40 Such 
collaborations include (but are not limited to) joint ventures, licensing and second-
sourcing agreements, research associations, government-sponsored joint research 
programs, value-added networks for technical and scientific interchange, and infor-
mal networks.41 Collaborative research is especially important in high-technology 
sectors, where it is unlikely that a single individual or organization will possess all 
of the resources and capabilities necessary to develop and implement a significant 
innovation.42

As firms forge collaborative relationships, they weave a network of paths between 
them that can act as conduits for information and other resources. By providing mem-
ber firms access to a wider range of information (and other resources) than individual 
firms possess, interfirm networks can enable firms to achieve much more than they 
could achieve individually.43 Thus, interfirm networks are an important engine of 
innovation. Furthermore, the structure of the network is likely to influence the flow 
of information and other resources through the network. For example, in a dense net-
work where there are many potential paths for information to travel between any pair 
of firms, information diffusion should be fairly rapid and widespread.
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Chapter 2   Sources of Innovation   33

Figure� 2.6 provides pictures of the worldwide technology alliance network in 
1995 and in 2000.44 The mid-1990s saw record peaks in alliance activity as firms 
scrambled to respond to rapid change in information technologies. This resulted in 
a very large and dense web of connected firms. The network shown here connects 
3,856 organizations, predominantly from North America, Japan, and Europe. How-
ever, there was a subsequent decline in alliance activity toward the end of the decade 
that caused the web to diminish in size and splinter apart into two large components 
and many small components. The large component on the left is primarily made up 
of organizations in the chemical and medical industries. The large component on the 
right is primarily made up of organizations in electronics-based industries. If the size 
and density of the collaboration network influences the amount of information avail-
able to organizations that are connected via the network, then the difference between 
the network shown for 1995 and the network shown for 2000 could have resulted in a 
substantial change in the amount of information that was transmitted between firms. 
(The strategic implications for a firm’s position within the network are discussed in 
Chapter Eight.)

Hewlett-Packard Co.

IBM Corp.

Motorola Inc.

1995

FIGURE 2.6
The Global Technology Collaboration Network, 1995 and 2000
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CSIRO

Elan Corp. PLC

Magazine House Co. Ltd.

Matsushita Electric Industrial

Monsanto Co.

Qualcomm Inc.

Seven-Eleven Japan Co. Ltd.

Stressgen Biotechnologies Corp.

Sun Microsystems Inc.

Toyota Motor Corp.

Microsoft Corp.

Hitachi Ltd.

Bayer AG

Technology Clusters
Sometimes geographical proximity appears to play a role in the formation and inno-
vative activity of collaborative networks. Well-known regional clusters such as Sili-
con Valley’s semiconductor firms, lower Manhattan’s multimedia cluster, and the 
Modena, Italy, knitwear district aptly illustrate this point. This has spurred con-
siderable interest in the factors that lead to the emergence of a cluster. City and 
state governments, for example, might like to know how to foster the creation of 
a technology cluster in their region in order to increase employment, tax revenues, 
and other economic benefits. For firms, understanding the drivers and benefits of 
clustering is useful for developing a strategy that ensures the firm is well positioned 
to benefit from clustering.

Technology clusters  may span a region as narrow as a city or as wide as a 
group of neighboring countries.45 Clusters often encompass an array of industries 
that are linked through relationships between suppliers, buyers, and producers of 
complements. One primary reason for the emergence of regional clusters is the 
benefit of proximity in knowledge exchange. Though advances in information 
technology have made it easier, faster, and cheaper to transmit information great 
distances, several studies indicate that knowledge does not always transfer readily 
via such mechanisms.

technology 
clusters
Regional clusters 
of firms that have 
a connection to a 
common technol-
ogy, and may 
engage in buyer, 
supplier, and 
complementor 
relationships, as 
well as research 
collaboration.
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Proximity and interaction can directly influence firms’ ability and willingness to 
exchange knowledge. First, knowledge that is complex  or tacit  may require frequent 
and close interaction to be meaningfully exchanged.46 Firms may need to interact 
frequently to develop common ways of understanding and articulating the knowledge 
before they are able to transfer it.47 Second, closeness and frequency of interaction can 
influence a firm’s willingness to exchange knowledge. When firms interact frequently, 
they can develop trust and reciprocity norms. Firms that interact over time develop 
greater knowledge of each other, and their repeated interactions give them information 
as to the likelihood of their partner’s behaving opportunistically. A shared understand-
ing of the rules of engagement emerges, wherein each partner understands its obliga-
tions with respect to how much knowledge is exchanged, how that knowledge can be 
used, and how the firms are expected to reciprocate.48

Firms that are proximate thus have an advantage in sharing information that can 
lead to greater innovation productivity. This can, in turn, lead to other self-reinforcing 
geographical advantages. A cluster of firms with high innovation productivity can 
lead to more new firms starting up in the immediate vicinity and can attract other 
firms to the area.49 As firms grow, divisions may be spun off into new firms, entre-
preneurial employees may start their own enterprises, and supplier and distributor 
markets emerge to service the cluster. Successful firms also attract new labor to the 
area and help to make the existing labor pool more valuable by enabling individuals 
to gain experience working with the innovative firms. The increase in employment 
and tax revenues in the region can lead to improvements in infrastructure (such as 
roads and utilities), schools, and other markets that service the population (shop-
ping malls, grocery stores, health care providers, etc.). The benefits firms reap by 
locating in close geographical proximity to each other are known collectively as  
agglomeration economies .

There are also some downsides to geographical clustering. First, the proximity 
of many competitors serving a local market can lead to competition that reduces 
their pricing power in their relationships with both buyers and suppliers. Second, 
close proximity of firms may increase the likelihood of a firm’s competitors gaining 
access to the firm’s proprietary knowledge (this is one of the mechanisms of tech-
nology spillovers, discussed in the next section). Third, clustering can potentially 
lead to traffic congestion, inordinately high housing costs, and higher concentrations  
of pollution.

A big part of the reason that technologies are often regionally localized is that 
technological knowledge is, to a large extent, held by people, and people are often 
only reluctantly mobile. In a well-known study, Annalee Saxenian found that 
engineers in Silicon Valley were more loyal to their craft than to any particular 
company, but they were also very likely to stay in the region even if they changed 
jobs.50 This was due in part to the labor market for their skills in the region, and 
in part to the disruption in an individual’s personal life if he or she were to move 
out of the region. Thus, if for some reason an innovative activity commences in a 
geographic locale, the knowledge and expertise that accumulates might not spread 
readily into other geographic locales, leading to a localized cluster of technological 
expertise.51

complex 
knowledge
Knowledge 
that has many 
underlying com-
ponents, or many 
interdependen-
cies between 
those compo-
nents, or both.

tacit  
knowledge
Knowledge that 
cannot be readily 
codified (docu-
mented in writ-
ten form).

agglomeration  
economies
The benefits 
firms reap by 
locating in close 
geographical 
proximity to 
each other.
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Andrew Hargadon and Robert Sutton point out 
that some firms play a particularly pivotal role in 
the innovation network—that of knowledge bro -
kers. Knowledge brokers  are individuals or firms 
that transfer information from one domain to 
another in which it can be usefully applied. The 
knowledge broker puts existing information to 
use in new and profitable ways. Hargadon and 
Sutton provide the example of Robert Fulton 
who, after observing the use of steam engines in 
mines, realized this technology could be used to 
propel boats and subsequently developed the first 
successful steamboat.a While Fulton did not claim 
to have invented the steamboat (there had been 
at least 30 years of prior development on steam -
boats), Fulton’s design was the first to combine 
existing technologies into a successful product.

In a network of firms, a knowledge broker 
may be a firm that connects clusters of firms 
that would otherwise share no connection. By 
serving as the bridge between two different 
knowledge networks, the knowledge broker 
is in a position to find unique combinations 
from the knowledge possessed by the two 
groups. This can enable knowledge brokers to 
be exceptionally prolific in generating inno -
vation. Consider Thomas Edison’s laboratory. 
Edison’s strategy of borrowing from differ -
ent industries to create products that would 
ultimately serve many markets resulted in  

Research Brief  Knowledge Brokers

innovations in telegraphs, telephones, phono -
graphs, generators, lightbulbs, vacuum pumps, 
and many others. b

Knowledge brokers may not create break -
throughs in any single technology, but instead 
may exploit the potential synergies of combining 
existing technologies. While this might at first 
seem to limit the scope of a knowledge broker’s 
potential, research suggests that most innova -
tion is not due to the discovery of something 
fundamentally new, but is instead the result of 
novel recombinations of known concepts and 
materials. c Thus, the knowledge broker’s key 
expertise may lie not in a particular domain of sci -
ence, but instead in the ability to recognize and 
capture potential solutions that may be matched 
to problems in an unexpected way.

a  A. Hargadon and R. Sutton, “Building an Innovation Fac -
tory,” Harvard Business Review May–June, 2000, pp. 157–66.

b  A. B. Hargadon, “Firms as Knowledge Brokers: Lessons 
in Pursuing Continuous Innovation,” California Man -
agement Review  40, no. 3 (1998), pp. 209–27.

c  S. C. Gilfillan, The Sociology of Invention  (Chicago: 
Follett, 1935); R. R. Nelson and S. Winter, An Evolu -
tionary Theory of Economic Change (Cambridge, MA: 
 Harvard University Press, 1982); E. G. Penrose, The The-
ory of the Growth of the Firm  (New York: Wiley, 1959); 
J.� A.� Schumpeter, The Theory of Economic Develop -
ment  (Cambridge, MA: Harvard University Press, 1934); 
and A. Usher, A History of Mechanical Inventions  
( Cambridge, MA: Harvard University Press, 1954).

Studies have indicated that while many innovative activities appear to have some 
geographic component, the degree to which innovative activities are geographically 
clustered depends on things such as:

 �  The nature of the technology, such as its underlying knowledge base or the degree 
to which it can be protected by patents or copyright, and the degree to which its 
communication requires close and frequent interaction.

 �  Industry characteristics, such as the degree of market concentration or stage of the 
industry life cycle, transportation costs, and the availability of supplier and dis-
tributor markets.

knowledge 
brokers
Individuals or 
organizations 
that transfer 
information from 
one domain to 
another in which 
it can be usefully 
applied.

sch39067_ch02_013-042.indd 36 11/26/15  10:26 AM

Final PDF to printer



Chapter 2   Sources of Innovation   37

 �  The cultural context of the technology, such as the population density of labor or 
customers, infrastructure development, or national differences in the way techno- 
logy development is funded or protected.

For example, one study that examined the spatial distribution of technology sectors 
in different countries found that pharmaceutical development was highly clustered 
in the United Kingdom and France, but much more spatially diffused in Italy and 
Germany.52 The same study found, however, that the manufacture of clothing demon-
strated high clustering in Italy, but not in France, Germany, or the United Kingdom. 
While the clustering of pharmaceutical development may have been influenced by 
the national systems of research funding and the need to share complex technological 
expertise, the formation of textile clusters may have been due more to cultural factors 
that influenced the historical rise of industrial districts.

Technological Spillovers
While the work on technology clusters has tended to emphasize the “stickiness” of 
knowledge, a related body of research has focused on explaining the spread of knowledge 
across organizational or regional boundaries. This topic is known as technological  
spillovers . Technological spillovers occur when the benefits from the research activi-
ties of one firm (or nation or other entity) spill over to other firms (or nations or other 
entities). Spillovers are thus a positive externality of research and development efforts. 
Evidence suggests that technology spillovers are a significant influence on innovative 
activity. For example, in a series of studies conducted in the 1980s and 1990s, Adam 
Jaffe and his coauthors found that both a firm’s patenting activities and profits were 
influenced by the R&D spending of other firms and universities in its geographical 
region.53

Whether R&D benefits will spill over is partially a function of the strength of pro-
tection mechanisms such as patents, copyrights, and trade secrets (methods of protect-
ing innovation are discussed in greater detail in Chapter Nine). Since the strength of 
protection mechanisms varies significantly across industries and countries, the likeli-
hood of spillovers varies also.54 The likelihood of spillovers is also a function of the 
nature of the underlying knowledge base (for example, as explained in the previous 
section, tacit knowledge may not flow readily across firm boundaries) and the mobil-
ity of the labor pool.55

technological 
spillovers
A positive 
externality from 
R&D resulting 
from the spread 
of knowledge 
across organiza-
tional or regional 
boundaries.

 1.  Creativity is the underlying process for innovation. Creativity enables individu-
als and organizations to generate new and useful ideas. Creativity is considered 
a function of intellectual abilities, knowledge, thinking styles, personality traits, 
intrinsic motivation, and environment.

  2.  Innovation sometimes originates with individual inventors. The most prolific 
inventors tend to be trained in multiple fields, be highly curious, question pre-
viously made assumptions, and view all knowledge as unified. The most well-
known inventors tend to have both inventive and entrepreneurial traits.

  3.  Innovation can also originate with users who create solutions to their own needs. 
The rise of the snowboarding industry provides a rich example.

Summary  
of  
Chapter
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Discussion  
Questions
  1.  What are some of the advantages and disadvantages of (a) individuals as innova-

tors, (b) firms as innovators, (c) universities as innovators, (d) government institu-
tions as innovators, (e) nonprofit organizations as innovators?

  2.  What traits appear to make individuals most creative? Are these the same traits 
that lead to successful inventions?

  3.  Could firms identify people with greater capacity for creativity or inventiveness in 
their hiring procedures?

  4.  To what degree do you think the creativity of the firm is a function of the creativity 
of individuals, versus the structure, routines, incentives, and culture of the firm? 
Provide an example of a firm that does a particularly good job at nurturing and 
leveraging the creativity of its individuals.

  5.  Several studies indicate that the use of collaborative research agreements is 
increasing around the world. What are some reasons collaborative research is 
becoming more prevalent?

  4.  Firms’ research and development is considered a primary driver of innovation. 
In the United States, firms spend significantly more on R&D than government 
institutions spend on R&D, and firms consider their in-house R&D their most 
important source of innovation.

  5.  Firms often collaborate with a number of external organizations (or individuals) 
in their innovation activities. Firms are most likely to collaborate with customers, 
suppliers, and universities, though they also may collaborate with competitors, 
producers of complements, government laboratories, nonprofit organizations, and 
other research institutions.

  6.  Many universities have a research mission, and in recent years universities 
have become more active in setting up technology transfer activities to directly  
commercialize the inventions of faculty. Universities also contribute to innova-
tion through the publication of research findings.

  7.  Government also plays an active role in conducting research and development 
(in its own laboratories), funding the R&D of other organizations, and creating 
institutions to foster collaboration networks and to nurture start-ups (e.g., science 
parks and incubators). In some countries, government-funded research and devel-
opment exceeds that of industry-funded research.

  8.  Private nonprofit organizations (such as research institutes and nonprofit hospi-
tals) are another source of innovation. These organizations both perform their 
own R&D and fund R&D conducted by others.

  9.  Probably the most significant source of innovation does not come from indi-
vidual organizations or people, but from the collaborative networks that lever-
age resources and capabilities across multiple organizations or individuals. 
Collaborative networks are particularly important in high-technology sectors.

 10.  Collaboration is often facilitated by geographical proximity, which can lead to 
regional technology clusters.

 11.  Technology spillovers are positive externality benefits of R&D, such as when the 
knowledge acquired through R&D spreads to other organizations.
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Chapter Three

Types and Patterns  
of Innovation
Tesla Motors
In 2015, Tesla Motors was a $3.2 billion company on track to set history. It had 
created two cars that most people agreed were remarkable. Consumer reports 
had rated Tesla�s Model S the best car it had ever reviewed. Though it was not 
yet posting profits, sales were growing rapidly and analysts were hopeful that 
profits would soon follow. It had repaid its government loans ahead of the major 
auto conglomerates. Most importantly, it looked like it might survive. Perhaps 
even thrive. This was astonishing as there had been no other successful auto 
manufacturing start-up in the United States since the 1920s. 

The road leading up to Tesla�s position in 2015 had not always been smooth, 
and there were many doubts that still lingered. Tesla had benefited from the 
enthusiasm of the �eco-wealthy��a rather narrow portion of the market. How 
would Tesla fare when it was in direct competition with General Motors, Ford, 
and Nissan for the mass market? Would it be able to turn a sustainable profit 
on its auto-making operations? Furthermore, some questioned whether Tesla�s 
goals to sell to the mass market even made sense. In the niche market, it had a 
privileged position with customers that were relatively price-insensitive and were 
seeking a stylish, high-performance car that made an environmental statement. 
To compete for the mass market, the car would have to provide good value for 
the money (involving trade-offs that might conflict with Chairman Elon Musk�s 
ideals), and the obstacles to charging would have to be overcome. 

History of Tesla

In the year 2003, an engineer named Martin Eberhard was looking for his next 
big project. A tall, slim man with a mop of gray hair, Eberhard was a serial entre-
preneur who had launched a number of start-ups, including a company called 
NuvoMedia, which he sold to Gemstar in a $187 million deal. Eberhard was also 
looking for a sports car that would be environmentally friendly�he had concerns 
about global warming and U.S. dependence on the Middle East for oil. When he 
didn�t find the car of his dreams on the market he began contemplating building 
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one himself, even though he had zero experience in the auto industry. Eberhard 
noticed that many of the driveways that had a Toyota Prius hybrid electric  
vehicle (or �dork mobile� as he called it) also had expensive sports cars in them�
making Eberhard speculate that there could be a market for a high-performance 
environmentally friendly car. As explained by Eberhard, �It was clear that people 
weren�t buying a Prius to save money on gas�gas was selling close to inflation�
adjusted all-time lows. They were buying them to make a statement about the 
environment.�a

Eberhard began to consider a range of alternative fuel options for his car: 
hydrogen fuel cells, natural gas, and diesel. However, he soon concluded that 
the highest efficiency and performance would come from a pure electric vehicle. 
Luckily for Eberhard, Al Cocconi (founder of AC Propulsion and one of the original 
engineers for GM�s ill-fated EV-1) had concluded the same thing and had pro-
duced a car called the tzero. The tzero could go from zero to 60 miles per hour in 
4.1 seconds, but it was powered with extremely heavy lead-acid batteries, limit-
ing its range to about 60 miles between charges. Eberhard approached Cocconi 
with the idea of using the lighter lithium ion batteries, which offered six times 
more energy per pound. Cocconi was eager to try out the idea (he had, in fact, 
been experimenting with lithium ion batteries himself), and the resulting lithium 
ion-based tzero accelerated to 60 miles per hour in 3.6 seconds, and could travel 
more than 300 miles. Eberhard licensed the electric-drive-train technology from 
AC Propulsion, and founded his company, Tesla Motors (named after Nikola Tesla, 
a late nineteenth-century and early twentieth-century inventor who developed, 
among other things, the AC electrical systems used in the United States today).b

Meanwhile, there was another entrepreneur�one with much deeper pockets� 
also interested in developing electric vehicles based on the tzero: Elon Musk. In 
2002, Elon Musk was a 31-year-old South African living in California, who had 
founded a company that ultimately became PayPal. After selling PayPal to eBay 
in 2002 for $1.5 billion, he started a company called SpaceX with the ambitious 
goal of developing cheap, consumer space travel. (SpaceX�s Dragon spacecraft 
ultimately made history in May of 2012 by becoming the first commercial vehicle 
to launch and dock at the International Space Station.c) Musk was also the chair-
man of a high profile clean tech venture in Northern California called Solar City. 
Musk�s assertive style, and his astonishing record of high-tech entrepreneurship, 
made him one of the inspirations for the Tony Stark character in Jon Favreau�s 
Iron Man movies. 

Like Eberhard, Musk thought electric cars were the key to the United States 
achieving energy independence, and he approached Cocconi about buying the 
tzero. Tom Gage, who was then AC Propulsion�s CEO, suggested that Musk 
collaborate with Eberhard. After a two hour meeting in February of 2004, Musk 
agreed to fund Eberhard�s plan with $6.3 million. He would be the company�s 
chairman and Eberhard would serve as CEO. 

The Roadster

The first Tesla prototype, named the Roadster, was based on the $45,000 Lotus 
Elise, a fast and light sports car that seemed perfect for the creation of Eberhard 
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and Musk�s grand idea. The car would have 400 volts of electric potential, liquid-
cooled lithium ion batteries, and a series of silicon transistors that would give the 
car acceleration so powerful the driver would be pressed back against their seat.d 
It would be about as fast as a Porsche 911 Turbo, would not create a single emis-
sion, and would get about 220 miles on a single charge from the kind of outlet 
you would use to power a washing machine.e

After a series of clashes between Musk and Eberhard that led to delays in 
launching the Roadster, Eberhard was pushed out of the company. The Roadster 
missed its deadline for beginning production at the Lotus facility, triggering a 
penalty built into the manufacturing contract Eberhard had signed with Lotus: a 
$4 million fee. However, when the car finally launched in 2008, the enthusias-
tic response it received was astonishing�it boasted an all-star list of celebrities 
with reservations to buy, and everywhere the Roadster drove, people stopped  
to stare.f

The Model S

Musk�s ambitions did not stop at a niche high-end car. He wanted to build a major 
U.S. auto company�a feat that had not been successfully accomplished since 
the 1920s. To do so, he knew he needed to introduce a less-expensive car that 
could attract a higher volume of sales, if not quite the mass market. In June of 
2008, Tesla announced the Model S�a high-performance all-electric sedan that 
would sell for a price ranging from $57,400 to $77,400 and compete against 
cars like the BMW 5-series. The car would have an all-aluminum body, and a 
range of up to 300 miles per charge.g The Model S cost $500 million to develop,h 
however offsetting that cost was a $465 million loan Tesla received from the 
U.S. government to build the car, as part of the U.S. government�s initiative to 
promote the development of technologies that would help the United States to 
achieve energy independence. 

By May of 2012, Tesla reported that it already had 10,000 reservations for 
customers hoping to buy the Model S, and Musk confidently claimed that the 
company would soon be producing�and selling�20,000 Model S cars a year. 
Musk also noted that after ramping up production, he expected to see �at least 
10,000 units a year from demand in Europe and at least 5,000 in Asia.�i The 
production of the Model S went more smoothly than that of the Roadster, and 
by June of 2012, the first Model S cars were rolling off the factory floor. The very 
first went to Jeff Skoll, eBay�s first president, and a major investor in Tesla. On the 
day of the launch, Skoll talked with Musk about whether it was harder to build a 
rocket or a car (referring to Musk�s SpaceXcompany): �We decided it was a car. 
There isn�t a lot of competition in space.�j

To build the car, Tesla bought a recently closed automobile factory in Fremont, 
California, that had been used for the New United Motor Manufacturing Inc. 
(NUMMI) venture between Toyota and General Motors. The factory, which was 
capable of producing 1,000 cars a week, was far bigger than Tesla�s immedi-
ate needs and would give the company room to grow. Furthermore, though 
the plant and the land it was on had been appraised at around $1 billion 
 before NUMMI was shut down, Tesla was able to snap up the idled factory for  
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46  Part One  Industry Dynamics of Technological Innovation

$42 million.k Tesla also used the factory to produce battery packs for Toyota�s 
RAV4, and a charger for a subcompact Daimler AG electric vehicle. These proj-
ects would supplement Tesla�s income while also helping it to build scale and 
learning curve efficiencies in its technologies. 

In the first quarter of 2013, Tesla announced its first quarterly profit. The 
company had taken in $562 million in revenues and reported an $11.2 million 
profit. Then more good news came: The Model S had earned Consumer Reports� 
highest rating and had outsold similarly priced BMW and Mercedes models in 
the first quarter.l In May of 2013, the company raised $1 billion by issuing new 
shares and then surprised investors by announcing that it had paid back its gov-
ernment loan. After repaying the loan, Tesla had about $679 million in cash. 
Musk had announced confidently that he felt it was his obligation to pay back 
taxpayer money as soon as possible and that the company had sufficient funds 
now to develop its next generation of automobiles without the loan and without 
issuing further shares.m

The Future of Tesla

By 2015, Tesla Motors was also in the process of developing a sport utility vehicle 
that seats seven, the Model X, which cost $250 million to develop and would 
be available in 2016.n This car was part of Musk�s longer-term ambition to tap a 
more mainstream market for the cars. 

Though Tesla�s moves had been bold and risky, its success thus far was inspir-
ing. The company had survived its infancy, appeared to be solvent, and was 
meeting its sales objectives even though serious obstacles remained for electric 
vehicles. It was also competing against companies with far greater scale. As 
noted by O�Dell, a senior editor at auto information site Edmunds.com, on Tesla�s 
success, �A lot of people have been very, very skeptical�.�.�.�when you want to 
be an automaker, you are competing with multibillion-dollar conglomerates�.�.�. 
It�s entrepreneurism on steroids�.�.�.�They had a huge learning curve but they�ve 
powered through it.� Theo O�Neill, an analyst at Wunderlich Securities adds that 
�It�s going to prove everybody in Detroit wrong�.� .� . They all say what Tesla is 
doing isn�t possible.�o

Discussion Questions

 1. Is the Tesla Model S a radical innovation or an incremental innovation? 
Competence enhancing or destroying, and from whose perspective? Is it a 
component or an architectural innovation? 

 2. What factors do you think influence the rate at which consumers have  
adopted (or will adopt) the Tesla Model S?

 3. Where do you think electric vehicle battery technology is on the technology 
s curve? 

 4. Do you think Tesla Motors will be profitable? Why or why not?
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OVERVIEW

The previous chapters pointed out that technological innovation can come from many 
sources and take many forms. Different types of technological innovations offer dif-
ferent opportunities for organizations and society, and they pose different demands 
upon producers, users, and regulators. While there is no single agreed-upon taxonomy 
to describe different kinds of technological innovations, in this chapter we will review 
several dimensions that are often used to categorize technologies. These dimensions are 
useful for understanding some key ways that one innovation may differ from another.

The path a technology follows through time is termed its technology trajectory.  
Technology trajectories are most often used to represent the technology’s rate of per-
formance improvement or its rate of adoption in the marketplace. Though many fac-
tors can influence these technology trajectories (as discussed in both this chapter and 
the following chapters), some patterns have been consistently identified in technology 
trajectories across many industry contexts and over many periods. Understanding 
these patterns of technological innovation provides a useful foundation that we will 
build upon in the later chapters on formulating technology strategy.

The chapter begins by reviewing the dimensions used to distinguish types of 
innovations. It then describes the s-curve patterns so often observed in both the rate 
of technology improvement and the rate of technology diffusion to the market. In the 
last section, the chapter describes research suggesting that technological innovation 
follows a cyclical pattern composed of distinct and reliably occurring phases.

technology 
trajectory
The path a tech-
nology takes 
through its life-
time. This path 
may refer to its 
rate of perfor-
mance improve-
ment, its rate 
of diffusion, or 
other change of 
interest.
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48  Part One  Industry Dynamics of Technological Innovation

TYPES OF INNOVATION

Technological innovations are often described using dimensions such as “radical” ver-
sus “incremental.” Different types of innovation require different kinds of underlying 
knowledge and have different impacts on the industry’s competitors and customers. 
Four of the dimensions most commonly used to categorize innovations are described 
here: product versus process innovation, radical versus incremental, competence enhanc-
ing versus competence destroying, and architectural versus component.

Product Innovation versus Process Innovation
Product innovations are embodied in the outputs of an organization—its goods or ser-
vices. For example, Honda’s development of a new hybrid electric vehicle is a product 
innovation. Process innovations are innovations in the way an organization conducts its 
business, such as in the techniques of producing or marketing goods or services. Process 
innovations are often oriented toward improving the effectiveness or efficiency of pro-
duction by, for example, reducing defect rates or increasing the quantity that may be pro-
duced in a given time. For example, a process innovation at a biotechnology firm might 
entail developing a genetic algorithm that can quickly search a set of disease-related  
genes to identify a target for therapeutic intervention. In this instance, the process 
innovation (the genetic algorithm) can speed up the firm’s ability to develop a product 
innovation (a new therapeutic drug).

New product innovations and process innovations often occur in tandem. First, new 
processes may enable the production of new products. For example, as discussed later 
in the chapter, the development of new metallurgical techniques enabled the development 
of the bicycle chain, which in turn enabled the development of multiple-gear bicycles. 
Second, new products may enable the development of new processes. For example, the 
development of advanced workstations has enabled firms to implement computer-aided 
manufacturing processes that increase the speed and efficiency of production. Finally, 
a product innovation for one firm may simultaneously be a process innovation for 
another. For example, when United Parcel Service (UPS) helps a customer develop 
a more efficient distribution system, the new distribution system is simultaneously a 
product innovation for UPS and a process innovation for its customer.

Though product innovations are often more visible than process innovations, both 
are extremely important to an organization’s ability to compete. Throughout the 
remainder of the book, the term innovation will be used to refer to both product and 
process innovations.

Radical Innovation versus Incremental Innovation
One of the primary dimensions used to distinguish types of innovation is the continuum 
between radical versus incremental innovation. A number of definitions have been posed 
for radical innovation  and incremental innovation , but most hinge on the degree 
to which an innovation represents a departure from existing practices.1 Thus radicalness 
might be conceived as the combination of newness and the degree of differentness. A 
technology could be new to the world, new to an industry, new to a firm, or new merely 
to an adopting business unit. A technology could be significantly different from existing 
products and processes or only marginally different. The most radical innovations would 
be new to the world and exceptionally different from existing products and processes. 

radical 
innovation
An innovation 
that is very new 
and different from 
prior solutions.

incremental 
innovation
An innovation 
that makes a 
relatively minor 
change from (or 
adjustment to) 
existing practices.
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The� introduction of wireless telecommunication products aptly illustrates this—it 
embodied significantly new technologies that required new manufacturing and service 
processes. Incremental innovation is at the other end of the spectrum. An incremental 
innovation might not be particularly new or exceptional; it might have been previously 
known to the firm or industry, and involve only a minor change from (or adjustment to) 
existing practices. For example, changing the configuration of a cell phone from one that 
has an exposed keyboard to one that has a flip cover or offering a new service plan that 
enables more free weekend minutes would represent incremental innovation.

The radicalness of innovation is also sometimes defined in terms of risk. Since radi-
cal innovations often embody new knowledge, producers and customers will vary in 
their experience and familiarity with the innovation, and in their judgment of its use-
fulness or reliability.2 The development of third generation (3G) telephony is illustrative. 
3G wireless communication technology utilizes broadband channels. This increased 
bandwidth gives mobile phones far greater data transmission capabilities that enable 
activities such as videoconferencing and accessing the most advanced Internet sites. 
For companies to develop and offer 3G wireless telecommunications service required 
a significant investment in new networking equipment and an infrastructure capable 
of carrying a much larger bandwidth of signals. It also required developing phones 
with greater display and memory capabilities, and either increasing the phone’s bat-
tery power or increasing the efficiency of the phone’s power utilization. Any of these 
technologies could potentially pose serious obstacles. It was also unknown to what 
degree customers would ultimately value broadband capability in a wireless device. 
Thus, the move to 3G required managers to assess several different risks simultane-
ously, including technical feasibility, reliability, costs, and demand.

Finally, the radicalness of an innovation is relative, and may change over time or 
with respect to different observers. An innovation that was once considered radical 
may eventually be considered incremental as the knowledge base underlying the inno-
vation becomes more common. For example, while the first steam engine was a monu-
mental innovation, today its construction seems relatively simple. Furthermore, an 
innovation that is radical to one firm may seem incremental to another. Although both 
Kodak and Sony introduced digital cameras for the consumer market within a year of 
each other (Kodak’s DC40 was introduced in 1995, and Sony’s Cyber-Shot Digital 
Still Camera was introduced in 1996), the two companies’ paths to the introduction 
were quite different. Kodak’s historical competencies and reputation were based on its 
expertise in chemical photography, and thus the transition to digital photography and 
video required a significant redirection for the firm. Sony, on the other hand, had been 
an electronics company since its inception, and had a substantial level of expertise in 
digital recording and graphics before producing a digital camera. Thus, for Sony, a 
digital camera was a straightforward extension of its existing competencies.

Competence-Enhancing Innovation versus  
Competence-Destroying Innovation
Innovations can also be classified as competence enhancing  versus competence 
destroying . An innovation is considered to be competence enhancing from the  
perspective of a particular firm if it builds on the firm’s existing knowledge base. For 
example, each generation of Intel’s microprocessors (e.g., 286, 386, 486, Pentium, 
Pentium II, Pentium III, Pentium 4) builds on the technology underlying the previous 

competence-
enhancing  
(-destroying) 
innovation
An innovation 
that builds on 
(renders obsolete) 
existing knowl-
edge and skills. 
Whether an inno-
vation is compe-
tence enhancing 
or competence 
 destroying 
 depends on 
whose perspec-
tive is being 
taken. An 
innovation can 
be competence 
enhancing to one 
firm, while com-
petence destroy-
ing for another.
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50  Part One  Industry Dynamics of Technological Innovation

generation. Thus, while each generation embodies innovation, these innovations lever-
age Intel’s existing competencies, making them more valuable.

An innovation is considered to be competence destroying from the perspective of a 
particular firm if the technology does not build on the firm’s existing competencies or 
renders them obsolete. For example, from the 1600s to the early 1970s, no self-respecting 
mathematician or engineer would have been caught without a slide rule. Slide rules are 
lightweight devices, often constructed of wood, that use logarithm scales to solve com-
plex mathematical functions. They were used to calculate everything from the structural 
properties of a bridge to the range and fuel use of an aircraft. Specially designed slide 
rules for businesses had, for example, scales for doing loan calculations or determin-
ing optimal purchase quantities. During the 1950s and 1960s, Keuffel & Esser was the 
preeminent slide-rule maker in the United States, producing 5,000 slide rules a month. 
However, in the early 1970s, a new innovation relegated the slide rule to collectors and 
museum displays within just a few years: the inexpensive handheld calculator. Keuffel 
& Esser had no background in the electronic components that made electronic calcula-
tors possible and was unable to transition to the new technology. By 1976, Keuffel & 
Esser withdrew from the market.3 Whereas the inexpensive handheld calculator built on 
the existing competencies of companies such as Hewlett-Packard and Texas Instruments 
(and thus for them would be competence enhancing), for Keuffel & Esser, the calculator 
was a competence-destroying innovation.

Architectural Innovation versus Component Innovation
Most products and processes are hierarchically nested systems, meaning that at any 
unit of analysis, the entity is a system of components, and each of those components is, 
in turn, a system of finer components, until we reach some point at which the com-
ponents are elementary particles.4 For example, a bicycle is a system of components 
such as a frame, wheels, tires, seat, brakes, and so on. Each of those components is also 
a system of components: The seat might be a system of components that includes a 
metal and plastic frame, padding, a nylon cover, and so on.

An innovation may entail a change to individual components, to the overall archi-
tecture within which those components operate, or both. An innovation is considered 
a component innovation  (or modular innovation ) if it entails changes to one 
or more components, but does not significantly affect the overall configuration of the 
system.5 In the example above, an innovation in bicycle seat technology (such as the 
incorporation of gel-filled material for additional cushioning) does not require any 
changes in the rest of the bicycle architecture.

In contrast, an architectural innovation  entails changing the overall design of 
the system or the way that components interact with each other. An innovation that 
is strictly architectural may reconfigure the way that components link together in the 
system, without changing the components themselves.6 Most architectural innova-
tions, however, create changes in the system that reverberate throughout its design, 
requiring changes in the underlying components in addition to changes in the ways 
those components interact. Architectural innovations often have far-reaching and 
complex influences on industry competitors and technology users.

For example, the transition from the high-wheel bicycle to the safety bicycle was 
an architectural innovation that required (and enabled) the change of many compo-
nents of the bicycle and the way in which riders propelled themselves. In the 1800s, 

component 
(or modular) 
innovation
An innovation to 
one or more com-
ponents that does 
not significantly 
affect the overall 
configuration of 
the system.

architectural 
innovation
An innovation 
that changes the 
overall design 
of a system or 
the way its com-
ponents interact 
with each other.
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bicycles had extremely large front wheels. Because there were no gears, the size of 
the front wheel directly determined the speed of the bicycle since the circumference 
of the wheel was the distance that could be traveled in a single rotation of the ped-
als. However, by the start of the twentieth century, improvements in metallurgy had 
enabled the production of a fine chain and a sprocket that was small enough and light 
enough for a human to power. This enabled bicycles to be built with two equally sized 
wheels, while using gears to accomplish the speeds that the large front wheel had 
enabled. Because smaller wheels meant shorter shock-absorbing spokes, the move to 
smaller wheels also prompted the development of suspension systems and pneumatic 
(air-filled) tires. The new bicycles were lighter, cheaper, and more flexible. This 
 architectural innovation led to the rise of companies such as Dunlop (which invented 
the pneumatic tire) and Raleigh (which pioneered the three-speed, all-steel bicycle), 
and transformed the bicycle from a curiosity into a practical transportation device.

For a firm to initiate or adopt a component innovation may require that the firm 
have knowledge only about that component. However, for a firm to initiate or adopt an 
architectural innovation typically requires that the firm have architectural knowledge 
about the way components link and integrate to form the whole system. Firms must 
be able to understand how the attributes of components interact, and how changes in 
some system features might trigger the need for changes in many other design features 
of the overall system or the individual components.

Using the Dimensions
Though the dimensions described above are useful for exploring key ways that one 
innovation may differ from another, these dimensions are not independent, nor do they 
offer a straightforward system for categorizing innovations in a precise and consistent 
manner. Each of the above dimensions shares relationships with others—for example, 
architectural innovations are often considered more radical and more competence 
destroying than component innovations. Furthermore, how an innovation is described 
on a dimension often depends on who is doing the describing and with what it is being 
compared. An all-electric vehicle, for example, might seem like a radical and compe-
tence destroying innovation to a manufacturer of internal combustion engines, but to a 
customer who only has to change how they fuel/charge the vehicle, it might seem like 
an incremental and competence-enhancing innovation. Thus, while the dimensions 
above are valuable for understanding innovation, they should be considered relative 
dimensions whose meaning is dependent on the context in which they are used.

We now will turn to exploring patterns in technological innovation. Numerous 
studies of innovation have revealed recurring patterns in how new technologies 
emerge, evolve, are adopted, and are displaced by other technologies. We begin by 
examining technology s-curves.

TECHNOLOGY S-CURVES

Both the rate of a technology’s performance improvement and the rate at which the 
technology is adopted in the marketplace repeatedly have been shown to conform to an 
s-shape curve. Though s-curves in technology performance and s-curves in technology 
diffusion are related (improvements in performance may foster faster adoption, and 
greater adoption may motivate further investment in improving performance), they are 

sch39067_ch03_043-066.indd 51 11/26/15  10:27 AM

Final PDF to printer



52  Part One  Industry Dynamics of Technological Innovation

fundamentally different processes. S-curves in technology improvement are described 
first, followed by s-curves in technology diffusion. This section also explains that 
despite the allure of using s-curves to predict when new phases of a technology’s life 
cycle will begin, doing so can be misleading.

S-Curves in Technological Improvement
Many technologies exhibit an s-curve in their performance improvement over their 
lifetimes.7 When a technology’s performance is plotted against the amount of effort 
and money invested in the technology, it typically shows slow initial improvement, 
then accelerated improvement, then diminishing improvement (see Figure 3.1). 
Performance improvement in the early stages of a technology is slow because the 
 fundamentals of the technology are poorly understood. Great effort may be spent 
exploring different paths of improvement or different drivers of the technology’s 
improvement. If the technology is very different from previous technologies, there 
may be no evaluation routines that enable researchers to assess its progress or its poten-
tial. Furthermore, until the technology has established a degree of legitimacy, it may 
be difficult to attract other researchers to participate in its development.8 However, as 
scientists or firms gain a deeper understanding of the technology, improvement begins 
to accelerate. The technology begins to gain legitimacy as a worthwhile endeavor, 
attracting other developers. Furthermore, measures for assessing the technology are 
developed, permitting researchers to target their attention toward those activities that 
reap the greatest improvement per unit of effort, enabling performance to increase 
rapidly. However, at some point, diminishing returns to effort begin to set in. As the 
technology begins to reach its inherent limits, the cost of each marginal improvement 
increases, and the s-curve flattens.

Often a technology’s s-curve is plotted with performance (e.g., speed, capacity, or 
power) against time, but this must be approached with care. If the effort invested is not 
constant over time, the resulting s-curve can obscure the true relationship. If effort is 
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relatively constant over time, plotting performance against time will result in the same 
characteristic curve as plotting performance against effort. However, if the amount of 
effort invested in a technology decreases or increases over time, the resulting curve could 
appear to flatten much more quickly, or not flatten at all. For instance, one of the more 
well-known technology trajectories is described by an axiom that became known as 
Moore’s law. In 1965, Gordon Moore, cofounder of Intel, noted that the density of tran-
sistors on integrated circuits had doubled every year since the integrated circuit was 
invented. That rate has since slowed to doubling every 18 months, but the rate of accel-
eration is still very steep. Figure 3.2 reveals a sharply increasing performance curve.

However, Intel’s rate of investment (research and development dollars per year) 
has also been increasing rapidly, as shown in Figure 3.3. Not all of Intel’s R&D 
expense goes directly to improving microprocessor power, but it is reasonable to 
assume that Intel’s investment specifically in microprocessors would exhibit a simi-
lar pattern of increase. Figure 3.3 shows that the big gains in transistor density have 
come at a big cost in terms of effort invested. Though the curve does not yet resemble 
the traditional s-curve, its rate of increase is not as sharp as when the curve is plotted 
against years. Gordon Moore predicted that transistor miniaturization will reach its 
physical limits about 2017.

Technologies do not always get the opportunity to reach their limits; they may 
be rendered obsolete by new, discontinuous technologies . A new innovation is 
discontinuous when it fulfills a similar market need, but does so by building on an 
entirely new knowledge base.9 For example, the switches from propeller-based planes 
to jets, from silver halide (chemical) photography to digital photography, from carbon 
copying to photocopying, and from vinyl records (or analog cassettes) to compact 
discs were all technological discontinuities.

discontinuous 
technology
A technology 
that fulfills a 
similar market 
need by building 
on an entirely 
new knowledge 
base.

Year Transistors Intel CPU

1971 2,250 4004
1972 2,500 8008
1974 5,000 8080
1978 29,000 8086
1982 120,000 286
1985 275,000 386™
1989 1,180,000 486™ DX
1993 3,100,000 Pentium®
1997 7,500,000 Pentium II
1999 24,000,000 Pentium III
2000 42,000,000 Pentium 4
2002 55,000,000 Pentium M
2003 220,000,000 Itanium 2
2005 291,000,000 Pentium D
2006 582,000,000 Core 2 Quad
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Improvements in Intel’s Microprocessor Transistor Density over Time
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Initially, the technological discontinuity may have lower performance than the 
incumbent technology. For instance, one of the earliest automobiles, introduced in 1771 
by Nicolas Joseph Cugnot, was never put into commercial production because it was 
much slower and harder to operate than a horse-drawn carriage. It was three-wheeled, 
steam-powered, and could travel at 2.3 miles per hour. A number of steam- and gas-
powered vehicles were introduced in the 1800s, but it was not until the early 1900s 
that automobiles began to be produced in quantity.

In early stages, effort invested in a new technology may reap lower returns than 
effort invested in the current technology, and firms are often reluctant to switch. 
However, if the disruptive technology has a steeper s-curve (see Figure 3.4a) or an 
s-curve that increases to a higher performance limit (see Figure 3.4b), there may come 
a time when the returns to effort invested in the new technology are much higher 
than effort invested in the incumbent technology. New firms entering the industry 
are likely to choose the disruptive technology, and incumbent firms face the difficult 
choice of trying to extend the life of their current technology or investing in switch-
ing to the new technology. If the disruptive technology has much greater performance 
potential for a given amount of effort, in the long run it is likely to displace the incum-
bent technology, but the rate at which it does so can vary significantly.

S-Curves in Technology Diffusion
S-curves are also often used to describe the diffusion of a technology. Unlike s-curves 
in�technology performance, s-curves in technology diffusion  are obtained by plot-
ting the cumulative number of adopters of the technology against time. This yields 
an�s-shape curve because adoption is initially slow when an unfamiliar technology is 
introduced to the market; it accelerates as the technology becomes better understood 
and�utilized by the mass market, and eventually the market is saturated so the rate of 
new adoptions declines. For instance, when electronic calculators were introduced to 
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the market, they were first adopted by the  
relatively small pool of scientists and 
engineers. This group had previously used 
slide rules. Then the calculator began to 
penetrate the larger markets of accoun-
tants and commercial users, followed by 
the still larger market that included stu-
dents and the general public. After these 
markets had become saturated, fewer 
opportunities remained for new adoptions.10 
One rather curious feature of technology 
diffusion is that it typically takes far more 
time than information diffusion.11 For 
example, Mansfield found that it took  
12 years for half the population of poten-
tial users to adopt industrial robots, even 
though these potential users were aware 
of the significant efficiency advantages 
the robots offered.12 If a new technology 
is a significant improvement over existing 
solutions, why do some firms shift to it 
more slowly than others? The answer may  
lie in the complexity of the knowledge 
underlying new technologies, and in the 

development of complementary resources that make those technologies useful. Although 
some of the knowledge necessary to utilize a new technology might be transmitted 
through manuals or other documentation, other aspects of knowledge necessary to fully 
realize the potential of a technology might be built up only through experience. Some of 
the knowledge about the technology might be tacit and require transmission from person 
to person through extensive contact. Many potential adopters of a new technology will 
not adopt it until such knowledge is available to them, despite their awareness of the 
technology and its potential advantages.13

Furthermore, many technologies become valuable to a wide range of potential users 
only after a set of complementary resources are developed for them. For example, 
while the first electric light was invented in 1809 by Humphry Davy, an English 
chemist, it did not become practical until the development of bulbs within which the 
arc of light would be encased (first demonstrated by James Bowman Lindsay in 1835) 
and vacuum pumps to create a vacuum inside the bulb (the mercury vacuum pump 
was invented by Herman Sprengel in 1875). These early lightbulbs burned for only a 
few hours. Thomas Alva Edison built on the work of these earlier inventors when, in 
1880, he invented filaments that would enable the light to burn for 1,200 hours. The 
role of complementary resources and other factors influencing the diffusion of tech-
nological innovations are discussed further in Chapters 4, 5, and 13.

Finally, it should be clear that the s-curves of diffusion are in part a function of the  
s-curves in technology improvement: As technologies are better developed, they become 
more certain and useful to users, facilitating their adoption. Furthermore, as learning- 
curve and scale advantages accrue to the technology, the price of finished goods often 
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56  Part One  Industry Dynamics of Technological Innovation

drops, further accelerating adoption by users. For example, as shown in Figures 3.5 
and 3.6, drops in average sales prices for video recorders, compact disc players, and 
cell phones roughly correspond to their increases in household penetration.

S-Curves as a Prescriptive Tool
Several authors have argued that managers can use the s-curve model as a tool for pre-
dicting when a technology will reach its limits and as a prescriptive guide for whether 
and when the firm should move to a new, more radical technology.14 Firms can use 
data on the investment and performance of their own technologies, or data on the 
overall industry investment in a technology and the average performance achieved by  
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multiple producers. Managers could then use these curves to assess whether a technol-
ogy appears to be approaching its limits or to identify new technologies that might be 
emerging on s-curves that will intersect the firm’s technology s-curve. Managers could 
then switch s-curves by acquiring or developing the new technology. However, as a 
prescriptive tool, the s-curve model has several serious limitations.

Limitations of S-Curve Model as a Prescriptive Tool
First, it is rare that the true limits of a technology are known in advance, and there is 
often considerable disagreement among firms about what a technology’s limits will be. 
Second, the shape of a technology’s s-curve is not set in stone. Unexpected changes 
in the market, component technologies, or complementary technologies can shorten or 
extend the life cycle of a technology. Furthermore, firms can influence the shape of 
the s-curve through their development activities. For example, firms can sometimes 
stretch the s-curve through implementing new development approaches or revamping 
the architecture design of the technology.15

Christensen provides an example of this from the disk-drive industry. A disk 
drive’s capacity is determined by its size multiplied by its areal recording density; 
thus, density has become the most pervasive measure of disk-drive performance.  
In 1979, IBM had reached what it perceived as a density limit of ferrite-oxide–based 
disk drives. It abandoned its ferrite-oxide–based disk drives and moved to developing 
thin-film technology, which had greater potential for increasing density. Hitachi and 
Fujitsu continued to ride the ferrite-oxide s-curve, ultimately achieving densities that 
were eight times greater than the density that IBM had perceived to be a limit.

Finally, whether switching to a new technology will benefit a firm depends on a 
number of factors, including (a) the advantages offered by the new technology, (b) the  
new technology’s fit with the firm’s current abilities (and thus the amount of effort 
that would be required to switch, and the time it would take to develop new competen-
cies), (c) the new technology’s fit with the firm’s position in complementary resources 
(e.g., a firm may lack key complementary resources, or may earn a significant portion 
of its revenues from selling products compatible with the incumbent technology), and  
(d) the expected rate of diffusion of the new technology. Thus, a firm that follows an s-curve 
model too closely could end up switching technologies earlier or later than it should.

TECHNOLOGY CYCLES

The s-curve model above suggests that technological change is cyclical: Each new  
s-curve ushers in an initial period of turbulence, followed by rapid improvement, then 
diminishing returns, and ultimately is displaced by a new technological discontinuity.16 
The emergence of a new technological discontinuity can overturn the existing competi-
tive structure of an industry, creating new leaders and new losers. Schumpeter called 
this process creative destruction, and argued that it was the key driver of progress in a 
capitalist society.17

Several studies have tried to identify and characterize the stages of the technology 
cycle in order to better understand why some technologies succeed and others fail, 
and whether established firms or new firms are more likely to be successful in intro-
ducing or adopting a new technology.18 One technology evolution model that rose to 
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Research Brief   The Diffusion of Innovation and Adopter 

 Categories

S-curves in technology diffusion are often 
explained as a process of different categories 
of people adopting the technology at different 
times. One typology of adopter categories that 
gained prominence was proposed by Everett 
M. Rogers.a Figure 3.7 shows each of Rogers’s 
adopter categories on a technology diffusion  
s-curve. The figure also shows that if the non-  
cumulative share of each of these adopter groups  
is plotted on the vertical axis with time on the 
horizontal axis, the resulting curve is typically 
bell shaped (though in practice it may be skewed 
right or left).

INNOVATORS
Innovators are the first individuals to adopt an 
innovation. Extremely adventurous in their pur -
chasing behavior, they are comfortable with 
a high degree of complexity and uncertainty. 
Innovators typically have access to substantial 
financial resources (and thus can afford the losses 
incurred in unsuccessful adoption decisions). 
Though they are not always well integrated into 
a particular social system, innovators play an 
extremely important role in the diffusion of an 
innovation because they are the individuals who 
bring new ideas into the social system. Rogers 
estimated that the first 2.5 percent of individuals 
to adopt a new technology are in this category.

EARLY ADOPTERS
The second category of adopters is the early 
adopters. Early adopters are well integrated into 
their social system and have the greatest poten-  
tial for opinion leadership. Early adopters are 
respected by their peers and know that to retain 
that respect they must make sound innovation 
adoption decisions. Other potential adopters look 
to early adopters for information and advice; thus 

early adopters make excellent missionaries for new 
products or processes. Rogers estimated that the 
next 13.5 percent of individuals to adopt an inno -
vation (after innovators) are in this category.

EARLY MAJORITY
Rogers identifies the next 34 percent of individuals 
in a social system to adopt a new innovation as the 
early majority. The early majority adopts innova -
tions slightly before the average member of a 
social system. They are typically not opinion lead -
ers, but they interact frequently with their peers.

LATE MAJORITY
The next 34 percent of the individuals in a social 
system to adopt an innovation are the late major -
ity, according to Rogers. Like the early majority, the 
late majority constitutes one-third of the individ -
uals in a social system. Those in the late majority 
approach innovation with a skeptical air and may 
not adopt the innovation until they feel pres -
sure from their peers. The late majority may have 
scarce resources, thus making them reluctant to 
invest in adoption until most of the uncertainty 
about the innovation has been resolved.

LAGGARDS
The last 16 percent of the individuals in a social 
system to adopt an innovation are termed lag-
gards. They may base their decisions primarily 
upon past experience rather than influence from 
the social network, and they possess almost no 
opinion leadership. They are highly skeptical of 
innovations and innovators, and they must feel 
certain that a new innovation will not fail before 
adopting it.

a  E. M. Rogers, Diffusion of Innovations , 3rd ed. (New 
York: Free Press, 1983).

continued
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FIGURE 3.7
Technology Diffusion S-Curve with Adopter Categories
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